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The Impact of Segment Definition on the
Accuracy of Analysts’ Earnings Forecasts

Simon Hussain*

Abstract—This study investigates forecast error determinants for a set of forecasts of annual corporate earnings,
generated by UK analysts 22 months prior to the announcement dates. This study is particularly concerned with
the impact of segmental data on forecast errors; the hypothesis under test is whether finer segment definitions
provide market participants with improved insight. If segments are too broad or vague (e.g. rest of the world) it is
unlikely that data for such segments will provide analysts with any additional information regarding the current
corporate position or future prospects. The results of this study provide evidence of predictive gains to both line-
of-business data and geographic data, although these gains appear to be concentrated within a sub-sample of firms
for which analysts appear to have specific difficulty in forecasting earnings, i.e. those experiencing negative changes
in earnings. The results also indicate that forecast errors are: negatively related to firm size; positively related to
the magnitude of the change in earnings which the analyst must predict; and not significantly affected by the number

of reported segments.

1. Introduction

One of the main rationales for segmental disclo-
sure is that it provides investors with improved
predictive ability regarding corporate prospects
(e.g. earnings). The UK accounting standard
SSAP 25, Segmental Reporting (ASC, 1990) iden-
tifies the two main bases for segmental analysis as
(i) the class of business, and (ii) the geographical
areas in which a company is engaged. SSAP 25
provides extensive guidelines for segment identifi-
cation; it lists a wide range of factors that may be
taken into account when determining reportable
segments. However, the list is so diverse that many
differing approaches are consistent with the SSAP
25 guidelines. In addition, there is little to prevent
the inappropriate amalgamation of lines-of-busi-
ness or geographic regions. The same criticism also
applies to the US accounting standard SFAS 14
(FASB, 1976), whose guidelines for segment iden-
tification are very similar to those given in SSAP
25. Both standards allow companies to define seg-
ments in almost any manner they find suitable.
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The result is a wide range of differing reporting
practices across UK companies, some of which are
likely to be of limited use for investors’ purposes.
Too broad or vague segments (e.g. rest of the world
or other activities) provide users with little addi-
tional insight. The problem of poorly identified
segments has long been recognised as a major issue
in segmental reporting (see Emmanuel and Gray,
1977: 37). Surveys of UK analysts’ forecasting
procedures (Arnold and Moizer, 1984; Day, 1986)
show that many use a break-down and build-up
approach to forecasting earnings. Segmental data
is used in conjunction with specialist industrial and
economic forecasts, to predict future consolidated
earnings. However, data for industrial segments,
for example, can only be utilised effectively if the
segments correspond to recognised industry sec-
tors for which analysts can obtain past data and
forecasts. The aim of this study is to investigate
the impact of segment definition on the accuracy
of analysts’ earnings forecasts.

2. Previous research

One approach to analysing predictive gains to seg-
mental data is to generate forecasts of consoli-
dated earnings using a set of forecasting models;
some of the models utilise segment data, while oth-
ers utilise consolidated data only. This form of
analysis concentrates on either line-of-business
data (Kinney, 1971; Collins, 1976; Emmanuel and
Pick, 1980) or geographic data (Roberts, 1989; Ba-
lakrishnan, Harris and Sen, 1990), but not both.
These studies indicate that segmental sales and
profit data allow the construction of superior fore-
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casts. However, there is no evidence of significant
additional predictive gains where both segment
sales and segment profit data are used in the same
model.

Other studies have investigated the impact of
segmental reporting on analysts’ earnings fore-
casts. One reason for preferring analysts’ forecasts
to model-based forecasts is the evidence of greater
accuracy for analysts. Evidence indicating ana-
lysts’ superiority is provided by Brown and Rozeff
(1978), Collins and Hopwood (1980), Fried and
Givoly (1982), Cooper and Taylor (1983), Cooper
(1984), Bhaskar and Morris (1984), O’Brien (1988)
and Patz (1989). Rational investors will use the
most accurate source of forecasts to form their ex-
pectations, and evidence that analysts’ forecasts
are a superior proxy for market expectations of
earnings is provided by Fried and Givoly (1982)
and Brown, Griffin, Hagerman and Zmijewski
(1987). A major rationale for segmental disclosure
is that it may improve analysts’ and investors’ pre-
dictive ability, so leading to more informed in-
vestment decisions and, therefore, more efficient
allocation of capital resources (see Baldwin 1984:
376). Only those forecasts that are used by inves-
tors have implications for the allocation of capital
resources. An important point to note is that if
analysts use a wider information set than statistical
models, as appears to be the case, it cannot be
concluded that the impact of segment information
identified using model forecasts will necessarily be
the same as for analysts’ forecasts. This is another
reason for using analysts’ forecasts instead of
model forecasts.

Studies by Baldwin (1984) and Swaminathan
(1991) investigate the impact of the Securities and
Exchange Commission’s 1970 line-of-business re-
porting requirements on analysts’ earnings fore-
casts. Baldwin finds that the introduction of the
SEC’s reporting requirements leads to a reduction
in forecast errors, and that these predictive gains
increase with the forecast horizon. This finding is
consistent with the general view that segmental
data is used by analysts for the construction of
longer-term earnings forecasts, i.e. 12-24 months
ahead (see Emmanuel and Garrod, 1987). The
study by Swaminathan finds that the spread of
earnings forecasts, across different analysts, 1s re-
duced in the presence of segmental data, indicating
an increased degree of consensus. Studies by Bar-
efield and Comiskey (1975a) and Emmanuel, Gar-
rod and Frost (1989) attempt to measure the im-
pact of different amounts of segment data on
analysts’ forecast errors. Barefield and Comiskey
measure the amount of line-of-business segmental
data using a scoring system devised by Kochanek
(1974); they find a negative association between
forecast errors and the amount of segmental data
measured by the segmental reporting score. Em-
manuel, Garrod and Frost present 15 analysts
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with financial data for a real (but unnamed) com-
pany and ask them to predict earnings using this
data. By increasing the amount of segmental data
in a step-by-step manner, they find that the
greatest improvements to forecast accuracy arise
from the provision of segment sales and profit
data; other data (e.g. assets) has little impact.

There has been no empirical study of the impact
of segment definition on analysts’ forecasts. This
is an unusual omission, given the importance of
the topic in early segmental studies (Mautz, 1968;
Backer and McFarland, 1968) and the extensive
guidelines for segment identification provided in
accounting standards like SSAP 25. The issue of
segment definition has arisen only in studies that
make suggestions for segment definitions, based on
some rationale (Solomons, 1968; Emmanuel and
Gray, 1978; Hussain and Skerratt, 1992); and
studies which survey preparers’ views (Emmanuel
and Garrod, 1987; Edwards, 1995) and current re-
porting practices (Rennie and Emmanuel, 1992;
Hussain, 1996).

3. The data set and the measurement of
variables

The earnings forecasts used in this study are pro-
vided by a large, well-known brokerage house.
From casual inspection, these are representative of
companies listed on the London Stock Exchange.
One advantage of this data set is that the precise
creation date is available for all forecasts.! The im-
portance of dating forecasts precisely is discussed
by O’Brien (1988) with reference to forecasts on
the International Brokers Estimate System (IBES),
a commonly used source for earnings forecasts.
O’Brien finds that the time between the creation
of a forecast and its first appearance on IBES av-
erages 34 trading days.

The selection criteria for the inclusion of an
observation in this study are as follows:

o Earnings forecasts are available for the 22
months prior to an announcement.

¢ Both forecast and reported earnings numbers
are positive. This is a common procedure used, for
example, by O’Hanlon and Whiddett (1991) and
Baldwin (1984), to eliminate (what might be) un-
usual observations and the need to interpret the
percentages of negative numbers.

o There are no changes in the companies’ lines-
of-business, as identified by Dun & Bradstreet’s
Key British Enterprises, over the forecast period.
Changes in a company’s activities may provide an
additional source of forecast error.

I It is possible that an analyst may have constructed a fore-
cast prior to this date and delayed its release, but since this is
an inhouse database, it is unlikely that there would be signifi-
cant incentives for such delays.
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¢ There are no major changes in fiscal year-ends
over the forecast period.

The above selection criteria lead to a final sam-
ple of forecasts for 197 company announcements,
reporting over the fiscal periods 1987-90.

3.1. The Forecast Error Metric (FE)

This study uses forecasts made 22 months prior
to the announcement of earnings for fiscal year t.
The rationale for this is that evidence from surveys
(Emmanuel and Garrod, 1987) and empirical
studies (Baldwin, 1984) indicate that the impact of
segment data is greatest for longer-term forecasts.

The error metric chosen is the absolute propor-
tionate forecast error, used in a wide range of
studies of analysts’ forecasts, such as Basi, Carey
and Twark (1976), Brown and Rozeff (1978) and
Patz (1989). It is defined as:

’F'.zz_A:z

FEjz__.I_J_
A.

o A2

FE, = forecast error for firm j
A,, = reported earnings for company j for fiscal
year t.

F,,,= forecast of A;, made 22 months prior to
the announcement of A, ,.
The two most commonly-used deflators for error
metrics are actual earnings (used here), and fore-
casted earnings. Patz (1989) addresses the problem

of selecting a suitable deflator.

‘There is a practical problem with using ac-
tual earnings as the measurement base, since
such measures are materially distorted when
actual earnings are near zero...Yet it is dif-
ficult to circumvent the Lorek (1979) argu-
ment that the use of forecasted earnings as a
base implies measurement of a firm’s ability
to achieve a predicted result, rather than a
predictor’s ability to forecast an outcome’
(Patz 1989: 269, footnote 4).

Of the two points mentioned by Patz, it is the lat-
ter, the Lorek (1979) argument, that appears the
stronger. The Lorek criticism of the use of fore-
casted earnings as a deflator is simple yet convinc-
ing. The first point Patz makes, regarding actual
earnings values near zero, appears relatively weak
because Patz gives no indication why actual earn-
ings should be more likely to take values near zero
than forecasted earnings. Another possible choice
for a deflator is a market variable, e.g. the stock
price or market value. However, Basi, Carey and
Twark (1976) reject this approach for studies
purely concerned with forecast accuracy.

‘We avoided the temptation to use a price-
normalised ..[error metric].. since we are
looking at forecast errors themselves rather

n.:-l'l_,:-u:ﬂ}ﬂ Zy L—$ I
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than at possible uses of the forecasts, such as
in forming expectations about future price
performance’ (Basi, Carey and Twark 1976:
247).

The use of market value as a deflator would also
mean that where two companies had identical re-
ported earnings (A;,) and identical forecasted earn-
ings (F;,,), forecast errors would be lower for the
company with the larger market value, implying
greater accuracy. For a study concerned solely
with forecast accuracy, this would not be a desir-

able outcome.

3.2. Firm Size (Market Value, MV)

Evidence that the share prices of larger com-
panies convey more information about future
earnings than the share prices of smaller com-
panies is provided by a number of studies (Atiase,
1985; Bamber, 1986; Freeman, 1987; Collins, Ko-
thari and Rayburn, 1987). In addition, several
other studies also suggest a similar firm size effect
in analysts’ earnings forecasts. Brown, Richardson
and Schwager (1987) find evidence that the supe-
riority of analysts’ forecasts over those generated
by time-series models is positively related to mar-
ket value. Patz (1989) also finds analyst forecast
accuracy positively related to market value. Thus,
market value is included as an explanatory vari-
able in this study.

3.3. The Absolute Change in Earnings over the
Forecast Period [EC]

The variability in past earnings is sometimes
mentioned as an important factor determining
forecast accuracy (e.g. Baldwin, 1984: 380). How-
ever, Barefield and Comiskey (1975b: 315-16) note
that past earnings variability may not be a good
proxy for the riskiness or uncertainty of future
earnings. For this reason, the study here does not
use a measure of past earnings variability but an
ex post measure of the new information arriving
over the forecast period.

A, —A.
st e M |
EC; = o
st
EC, = absolute change in earnings, from year
t-2 to year t.

A,, = reported earnings for company j for fiscal
year t.

A,., = reported earnings for company j for fis-
cal year t-2, announced around two months prior
to the creation of the forecast.

3.4. The Quality of Reported Segments [QLOB
and QGEO]
Since the forecast horizon employed here is 22

months prior to the announcement of A, ,, the rel-
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Table 1

QLOB Segment description

Enterprises.

The quality of reported lines-of-business

0 Broader than Division, or not consistent with a
Division

1 Division (1-digit SIC)

2 Class (2-digit SIC)

3 Group (3-digit SIC)

4 Activity (4-digit SIC)

5 Line-of-business (5-digit SIC)

6 Finer than line-of-business.

Note: Where no segmental information is disclosed, the
consolidated accounts are treated as one segment. A
quality measure is then given to this ‘segment’, based
on the lines-of-business reported in the company’s
entry for that year in Dun & Bradstreet’s Key British

Table 2

The quality of reported geographic areas

QGEO Segment description

0 Broader than a single continent.

1 Single continent or group of individual
countries.

2 Individual country.

Note: Where no segmental information is disclosed,
the consolidated accounts are treated as one
segment. A quality measure is then given to this
‘segment’ based on the geographic areas
reported in the company’s entry for that year in
Dun & Bradstreet’s Key British Enterprises.

evant published accounts for identifying segment
definitions are those for fiscal year t-2 (published
around 24 months prior).

For company j, each reported line-of-business
segment (m=1,2,...M) is assigned a quality score
based on the UK’s Standard Industrial Classifi-
cation (SIC) system.2 The SIC identifies activities
at different levels of detail, from the broadest (Di-
visions) to the finest (Lines-of-business). These
scores take values between zero and six, and are
shown in Table 1.

To obtain a quality measure for the whole firm,
these scores are weighted by sales.

M s
QLOB; = mz=l QLOB,,;. —¢*

J

QLOB; = quality of LOB segments (firm j).

2 This study uses the 1980 version of the SIC system.

QLOB,,; = quality of LOB segments (segment
m of firm j).

S,.; = sales of LOB segment m of firm j.

S; = total sales for firm j.

Sales are a convenient weighting variable. First,
segmental analyses are more common for sales
than for other items, such as profits, assets, etc.
Second, the use of segment profits as a weighting
variable would pose problems because it is not un-
common for individual segments to report losses.
In addition, segment profits can be greatly dis-
torted by the accounting treatment of common
costs. In relation to the use of assets as a weighting
variable, it must be noted that segment asset dis-
closures are much less frequent than segment sales
disclosures, and also that the definition of assets
disclosed in segment analyses differs across com-
panies, i.e. net assets, total assets, etc.

A similar procedure is used to measure the qual-
ity of geographic segments. Individual geographic
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Table 3
Descriptive statistics for the variables in this study

A,=The reported earnings for year t (£m)

F,,=The 22-month ahead forecast of A, (£m)
FE =Forecast error =|A,—F,,|/A..

EC = Absolute change in earnings=|A,—F_,|/A..
MYV = Market value (£m).

NLOB = Number of reported lines-of-business.
NGEO =Number of reported geographic areas.

Whole sample: 197 observations used

Variable Mean Std. Dev. Minisnum Maximum
FE 0.26561 0.47960 0.0000 4.634
EC 0.38357 0.25819 0.0064 2.507
MV 1563.4 2955.4 20.90 17380
QLOB 2.0219 1.4933 0.0000 6.000
QGEO 1.4974 0.57060 0.0000 2.000
NLOB 3.0812 2.0287 1.000 11.00
NGEO 3.9695 2.1874 1.000 10.00
A, 163.17 338.23 1.970 2437.0
Fs 157.22 334.32 2.6 2500.0
Definitions

This variable is used as the deflator for FE and EC.

QLOB = Quality of line-of-business segments (0 <QLOB< 6)
QGEO=Quality of geographical segments (0<QGEO<2)

segments (n=1,...N) are scored between zero and
two, using the scoring system shown in Table 2.

Geographic segmentation can be either by geo-
graphic origin (i.e. where products are produced)
or geographic market (i.e. where products are sup-
plied to). A large proportion of companies that
disclose geographic segment information do not
identify the method of segmentation but simply re-
fer to it as analysis of geographic area. Therefore,
for practical purposes, this study makes no at-
tempt to distinguish between geographic analyses
by market and by origin. A minority of companies
provide an analysis by both origin and market. If
one analysis of sales is much more detailed than
the other, then QGEO is calculated using the data
for the more detailed analysis.

N 5
QGEO, = ¥, | 0GEO,,. ~2*

J

QGEQ; = quality of GEO segments (firm j).

QLOB, quality of GEO segments (segment
n of firm j).
S,; = sales for GEO segment n of firm j.

S, = total sales for firm j.

3.5 The Number of Reported Segments [NLOB
and NGEO]

This variable is included because some research
indicates that analysts’ incentives to revise fore-
casts, and therefore the accuracy of their forecasts,

could be influenced by the number of lines-of-busi-
ness. Bhushan (1989a) provides a theoretical
analysis showing that the marginal information
content of earnings announcements is a positive
function of the number of lines-of-business. Evi-
dence consistent with this hypothesis is given in
Bhushan (1989b), where a significant negative
association is found between the number of ana-
lysts following a company and the number of
lines-of-business. This evidence would indicate
that forecast errors may be positively related to the
number of lines-of-business. There appears to be
little evidence on the impact of the number of
geographic segments on analysts’ forecasts.

The number of lines-of-business (NLOB) and
geographic areas (NGEO) for company j are the
maximum number of segments reported for any
accounting item. Invariably, this is the number of
segments reported for sales data, in the annual re-
port for fiscal year t-2.

Descriptive statistics for all variables are pre-
sented in Table 3.

Table 3 shows that the mean forecast error (FE)
for these 22-month ahead forecasts is 0.265 or
26.5%. This result is very similar to the 25.4%
mean forecast error reported by Patz (1989: 272)
for UK analysts’ long-term earnings forecasts. It
can also be seen that the mean absolute change in
earnings (EC) from fiscal year t-2 to year t, aver-
ages around 38%; however, there is great variation
across companies. Absolute changes in earnings
range from less than 1% to 250.7%. The same
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Table 4
Correlation Matrix for the variables in this study

1-FE 2-EC 3-MV

1-FE 1.0000000

2-EC 0.7380385  1.0000000

3-MV —0.1555053 —0.1377198  1.0000000
4-QLOB —0.1284897 —0.1218936  0.2412721
5-QGEO —0.0634325 —0.0113306 —0.0116196
6-NLOB —0.0323810 —0.0784115  0.2736324
7-NGEO —0.0509888 —0.0103624  0.0776574

Definitions: As for Table 3.

4-QLOB 5-0OGEO 6-NLOB 7-NGEO
1.0000000
0.0052655  1.0000000
0.0850828  0.0412010  1.0000000
—0.0285036  0.0367170  0.2523447  1.0000000

point can be made for the forecast error, which
has an even greater range, from zero to 463%.
The metric for line-of-business quality (QLOB)
averages around 2. This score is equivalent to seg-
ments with a 2-digit (Class) level of detail under
the UK SIC system. The mean metric value for
the quality of geographic segments (QGEO) is
around 1.5, indicating a level of detail finer than
continents, but broader than individual countries.
This is consistent with the reporting practices of
many UK companies; geographic segments are
usually a mixture of continental segments and
individual countries. It can also be seen that the
sample of companies used for this study are di-
verse in terms of market values (MV) and the
numbers of business and geographic segments
(NLOB and NGEO). For additional information,
the level of reported earnings (A,)—used as a de-
flator for FE and EC—and the level of forecasted
earnings (F, ,,), are also described in Table 3.

4. Model specification

One possible method of estimating the effect of
segment definition on forecast error would be to
analyse the variables in a linear additive regression
model. However, this would be to assume that all
variables have an independent impact on the fore-
cast error. This is clearly not the case; the impact
of the variables on the forecast error will obviously
depend on the change in earnings over the forecast
period. For example, if earnings change little over
the two-year period, then there may not be much
forecast error to explain. The correlation matrix in
Table 4 shows that the forecast error (FE) and
earnings change variable (EC) are highly corre-
lated. It also shows that simple linear association
between the forecast error and the segment quality
measures (QLOB and QGEO) is of the expected
sign, but is not strong.

Thus, the regression model is specified in a mul-
tiplicative format.

ol Lalu Zyl_ﬂﬂ

4.1. Regression Model 1

FE, = B, + B,.EC; +B,[MV, . EC] +B,[QLOB; .
EC] + B.[QGEO, . EC] + B,[NLOB, . EC] +
B,.[NGEOQ, . EC] + ¢

B, B, = regression coefficients.

¢ = disturbance term following usual assumptions
of zero mean and constant variance.

This form of model implies that the impact of
each independent variable on the forecast error is
determined by the regression coefficient and the
magnitude of EC (see Pindyck and Rubinfeld,
1991: 103-04).

It should be noted that heteroscedasticity affects
the regressions in this study; it is detected using
the Breusch-Pagan (1979) test statistic, for which
chi-squared tables may be used to assess signifi-
cance levels. The statistic tests the null-hypothesis
of homoscedastic errors; this null-hypothesis is re-
jected for the regressions carried out in this study.
Traditional model transformations failed to solve
the problem, so the White (1980) correction for
heteroscedasticity is employed here. This pro-
cedure generates standard errors robust to hetero-
scedasticity, which may be used in conjunction
with ordinary least squares (OLS) parameter esti-
mates to construct t-values. The procedure has
been utilised in a number of studies (e.g. Bhushan
1989b; Ali, Klein and Rosenfeld, 1992). The re-
sults for regression Model 1 are presented in Table
53

The results reported in Table 5 support the use
of the multiplicative regression format. Using ei-
ther the OLS or the White (1980) t-values, signifi-
cant slope coefficients are found for the following
variables:

o The absolute change in earnings over the fore-
cast period (EC). This coefficient generates a posi-
tive coefficient, as expected. The greater the
change in earnings the analyst must predict, the
larger the forecast error.

o The company’s size measured by market value
(MV). The negative slope for market value is con-
sistent with the large amount of previous research
on prices and analysts’ forecasts, indicating that
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Table §
Explaining analysts’ forecast errors: regression model 1

FE, = B,+B, EC+B,[MV,EC]+B,[QLOB,EC]+

Sample: All firms
Sample size: 197
Adjusted R-squared: 0.60

Breusch-Pagan (1979)x*  145.2 (critical value =12.6)

indicating significant

heteroscedasticity.
Variable OLS coefficient
Intercept —0:172
EC 1.83
MVM —0.00006
QLOBM™ —0.091
QGEO™ -0.329
NLOBM 0.054
NGEOM —0.025

Mindicates multiplicative variable: XM=X . EC
**significant at 0.05 level (two-tail test)
*significant at 0.10 level (two-tail test)

Definitions: As for Table 3

B,[QGEO, EC]+B,.[NLOB, EC]+B, [NGEO,EC]J+,

OLS t-value White t-value

—4,00%* —2.33*

11.33%* 4.20%*

= S3%* =327

—2.56** L

—3.58%* —2.29%%
2.25%+ 1.24
=107 -0.83

market participants’ insight into future earnings
changes is positively related to firm size.

o The quality of line-of-business and geographic
segments (QLOB and QGEO). The negative co-
efficients for both QLOB and QGEO provide sup-
port for the main hypothesis of this study: that
segment definitions do influence analysts’ forecast
errors. The finer the segment definition, the greater
the predictive gains.

The number of lines-of-business (NLOB) gen-
erates a positive slope coefficient, consistent with
the hypothesis that multi-segment forecasts are
costly to generate, but the heteroscedastic cor-
rected t-value is not significant at the 0.05 level.
The number of geographic segments (NGEO) ap-
pears to have little impact on the forecast error.

Further analysis indicates that the results pre-
sented in Table 5 are primarily driven by a sub-
sample of observations for which the change in
earnings over the forecast period is negative. There
are 21 observations in this sub-sample, and the
descriptive statistics are presented in Table 6.

The special nature of these observations has
been noted in previous studies of analysts’ earn-
ings forecasts. Studies of UK analysts’ forecasts,
by Cooper and Taylor (1983) and Cooper (1984),
make note of analysts’ failure to identify changes
in the direction of earnings changes. The difficulty
analysts have in predicting falling earnings num-
bers may be seen by comparing the mean values
of the forecast error (FE) and the earnings change
(EC) for the whole sample (Table 3) and the sub-

sample of firms with falling earnings (Table 6).
The mean absolute earnings change for firms with
falling earnings is only 1.32 times larger than for
the whole sample; however, the mean forecast er-
ror is larger by a factor of 4.05. Of course, error
metric volatility may also be due to observations
where the level of actual earnings—which is used
as the deflator for EC and FE—are small.?

To provide a test of the importance of the neg-
ative earnings change sub-set on the regression re-
sults presented earlier, the regression model is re-
peated, with dummy variables introduced on the
intercept and all slopes; this dummy represents
negative earnings changes.

4.2. Regression Model 2

FE = B, + B,.D, + B,EC, + By, [D,.EC,

B,{MV, EC] + By, [D,. MV, EC] +B,[QL B
EC] +B,,. [D,. QLOB, EC] + B,[QGEO, EC]
+13Ds D, QGEO EC] +B,[NLOB, EC] + B,,.

NLOB,. EC] '+ B,[NGEO, EC] + By, [D,.
dEo EC] + ¢,

B B = regression coefficients.

BD,,...BD7 = coefficients for intercept and slope
dummies.

D,;,....D; = negative earnings change dummy for
firm j

D,....D, take same value for firm j (i.e. 1 if earn-
ings change is negative, and 0 otherwise). The sub-

3 See Test 2 in Section 5.
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Table 6

Variable Mean Std. Dev.
FE 1.0774 1.1276
EC 0.50585 0.62739
MV 260.49 496.75
QLOB 1.6776 1.2986
QGEO 1.4223 0.65037
NLOB 2.8571 2.2646
NGEO 3.7143 1.9011
A, 29.096 49.945
E;, 54.852 104.44

Definitions: As for Table 3.

Descriptive statistics for firms with negative earnings changes

21 observations used

Minimum Maximum
0.1669 4.634
0.0064 2.507

22.30 2284.0
0.0000 5.300
0.0000 2.000

1.000 8.000

1.000 7.000

1.97 2234
3.0 490.0

scripts 1,...7 are merely used to identify which
coefficient the dummy relates to.

¢ = disturbance term following usual assumptions
of zero mean and constant variance.

The results for regression Model 2 are presented
in Table 7.

The results in Table 7 provide support for the
hypothesis that a sub-set of observations is driving
the results presented in Table 5. The regression re-
sults indicate the following:

e The coefficient for the intercept dummy D, is
positive and significant. This provides evidence of
the greater level of forecast error where earnings
changes are negative.

e Both the slope coefficient (B,) and the slope
dummy (Bp,) are positive and significant. This
supports the positive association between the mag-
nitude of the earnings change and the forecast er-
ror. The coefficient determining this relationship is
larger where earnings changes are negative.

e The impact of market value remains
unaffected by poor earnings performance. The
slope coefficient (B,) is negative and significant,
while the slope dummy (Bp;) is not significant at
any reasonable probability level.

e The slope coefficients for the quality of lines-
of-business (B,) and geographic areas (By) are no
longer significant, but the respective slope dum-
mies (B, and B,) are both negative and signifi-
cant. This suggests that the impact of segment
quality is most important for earnings forecasts for
companies with negative earnings changes.

The coefficients for non-dummy variables
(B,,...,B,) represent the coefficients for the sub-set
of companies with positive earnings changes, as-
suming both positive and negative earnings change
sub-sets have a common error structure. This can
be checked by running regression Model (1) for the
176 firms with positive earnings changes. The es-
timated coefficients—not reported here—are ma-

terially similar to those for the non-dummy vari-
ables in Table 7.

5. Discussion and additional analyses

The results of regression Models 1 and 2 (see Ta-
bles 5 and 7) provide further support for the firm
size effect in analysts’ earnings forecasts. The re-
sults show a significant negative association be-
tween the market value (MV) of a firm and the
magnitude of the forecast error. This finding is
consistent with the wider sets of information avail-
able for large firms, and also with the greater fi-
nancial incentives for analysts to follow large
firms. Large firms offer greater opportunities for
profitable trading where mispriced securities are
identified.*

The absolute change in earnings (EC) over the
forecast period is the main explanatory variable in
these multiplicative regression models. As ex-
pected, there is a strong positive association be-
tween EC and the forecast error (see Tables 5 and
7). However, it is interesting to note that the coeffi-
cient for the slope dummy—variable D, in Table
7—is also positive and significant. This indicates
that large earnings changes have an even greater
impact on the forecast error where earnings
changes are negative. This finding is consistent
with the suggestion that analysts have special diffi-
culty in predicting earnings for this sub-set of
firms.

The quality of both line-of-business segments
(QLOB) and geographic segments (QGEO) have a
significant negative association with the forecast
error (see Table 5). This is consistent with the im-
proved insight that segment data gives analysts,
especially at longer horizons [e.g. Baldwin, 1984].
However, once dummy variables for negative

4 For a discussion of this issue, see Freeman (1987: 196-98).
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Table 7

Explaining analysts’ forecast errors: regression model 2
Sample: all firms

Sample size: 197

Adjusted R-squared: 0.89

Breusch-Pagan (1979)x>:  69.9 (critical value =22.4)
indicating significant

heteroscedasticity.
FE;=B,+B;,.D;+B,. EC;+By,.[D,.EC]]+B,[MV; EC]+

Variable OLS coefficient
Intercept 0.027
D, 0.307
EC 0.472
D,.EC 2.198
MM —0.00003
D, MV™ 0.00004
QLOBM™ —0.009
D,.QLOB™ —0.321
QGEO™ 0.012
D..QGEOM™ —0.570
NLOBM —0.057
D,.NLOBM™ 0.007
NGEOM 0.0004
D, NGEOM 0.0014

Mindicates multiplicative variable: XM=X . EC
**significant at 0.05 level (two-tail test)
*significant at 0.10 level (two-tail test)

Definitions:
D,;,..D;;=Negative earnings change dummy for firm j.
A,=The reported earnings for year t (£m).

F,,=The 22-month ahead forecast of A, (£m)
FE = Forecast error= |A,—F,J/A..

EC = Absolute change in earnings=1A,— A, _,|/A,
MYV =market value (£m).

NLOB = Number of reported lines-of-business.
NGEO =Number of reported geographic areas.

B,.[D,.MV,. EC]+B,[QLOB, EC]+B,,[D,. QLOB.EC]+
B,[QGEO,. EC]+B,..[D. QGEO, EC]+B,[NLOB, EC]+
By [D,. NLOB,. ECJ+B,[NGEO, ECJ+B,,. [D,. NGEO, EC]+¢,

This variable is used as the deflator for FE and EC.

QLOB = Quality of line-of-business segments (0 <QLOB <6).
QGEO = Quality of geographic segments (0<QGEO<2).

OLS t-value White t-value
0.87 0.63
4.61** 3.25%*
3.33m% 3.29%*
9.26** 10.77%*

e 7 —308%*
0.46 0.57

=042 —=0.57

~4 344 — 2 56%k
0.22 0:25

3859 —4.69**

—1.21 —1.32
131 1.54
0.01 0.01
0.284 0.36

earnings changes are introduced (see Table 7) it
can be seen that these associations are driven by
the sub-set of firms with negative earnings
changes. It may be that the forecasting processes
used by analysts are poor predictors of earnings
where earnings are falling; only with good seg-
mental data are analysts able to gain sufficient in-
sight to overcome this problem. However, it may
also be that there are incentives for analysts to
avoid generating excessively pessimistic fore-
casts—relative to the realised outcome—because it
may damage relations with company managers

ol Laca @L—*I

(see O’Brien, 1988: 65). Thus, only when analysts
have sufficient segment data to make them confi-
dent of their forecasts do they predict earnings re-
ductions; where they are less well informed (e.g.
poor segmental data) they may be reluctant to
commit themselves to predictions of poor earnings
performance.

An important aspect to any empirical analysis
is the robustness of the results. The results ob-
tained in this study appear robust to a number of
additional tests suggested by colleagues and re-
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Table 8
Explaining analysts’ forecast errors: additional tests

FE,=B,+B,,.D,+B, EC+B,,.[D,.EC]+B,[MV, EC]+

Test 1
Variable Coefficient
Intercept —0.001
D, 0.220*
EC 0.816**
D,.EC 2.14**
MyM —0.00003**
D, MVM —0.00007
QLOBM —0.018
D,.QLOB™ —012] *¥
QGEO™ —0.037
D,.QGEO™ —0.63**
NLOBM™ —0.037
D, NLOBM™ 0.006
NGEO™ —0.104
D, NGEO™ 0.011*
Adjusted R-squared 0.89

Mindicates multiplicative variable: XM =X . EC

Definitions: As for Table 7.

By,..[D;.MV,.EC]+B, [QLOB, EC]+B,,.. [D,. QLOB, EC]J+
B,[QGEOEC, ]+B,;. [Dy. QGEO,. EC]+B,[NLOB,
By [Dg. NLOB, ECJ+B,.[NGEO, EC]+B,,. [D,. NGEO, ECj+¢,

**White (1980) t-value significant at 0.05 level (two-tail test)
*White (1980) t-value significant at 0.10 level (two-tail test)

Test 1: Eliminating single segment firms (119 observations).
Test 2: Eliminating firms with reported earnings <£20m (136 observations).
Test 3: Non-linear transformation of segment quality metrics (197 observations).

EC]+
Test 2 Test 3
Coefficient Coefficient
0.012 0.025
0.24** 0323*%%
0.384** 0.477*
5.04** Sogen
—0.00002** —0.00003**
—0.00001 0.000005
0.007 —0.028
=1.332% it 0
0.088* 0.023
_1'55** _2.04**
—0.029 —0.039
0.004 0.006
—0.033 —0.008
0.004 0.002
0.68 0.90

viewers, and detailed below. The results of these
tests are contained in Table 8.

5.1 Test 1: Eliminating Single Segment Firms
This study includes single segment firms: in such
cases, the consolidated accounts are treated as a
single segment. Such reporting is quite adequate if
the company is engaged in a single line-of-business
or geographic region. With the aid of Key British
Enterprises, a judgment is made as to an appro-
priate quality score for QLOB and QGEO. It
could be argued, however, that these firms repre-
sent a special sub-set of the data which may have
different properties from the rest of the sample.
Regression 2 is therefore repeated, excluding all
firms with single lines-of-business or geographic
regions. This reduces the sample size to 119.

5.2. Deflator Choice and Metric Volatility

The metrics used for measuring forecast error
(FE) and earnings change (EC) both use the level
of reported earnings as a deflator. Very low values

for earnings may result in excessive volatility for
both FE and EC. While wishing to retain reported
earnings as the deflator (for reasons given earlier),
Table 3 shows that the minimum value for re-
ported earnings is 1.97 (i.e. £1.97m). It can also be
seen that the EC range is from 0.00649 to 2.507.
Both of these extreme observations are for poor
earnings performers. It could be that these two ex-
treme EC observations are driving the results.
Both are eliminated when a minimum value of
£20m is placed on reported earnings; the range of
values for both FE and EC are greatly reduced
from the values reported for the whole sample, in
Table 3. Eliminating observations where earnings
are less than £20m reduces the sample to 136, and
reduces the range for the FE and EC variables.
The FE ranges from zero to 1.864, while the EC
variable ranges from 0.0298 to 1.282.

5.3. Test 3: The Ordinal Nature of Quality Scores

The quality scores used for lines-of-business and
geographic segments are ordinal in nature. They
indicate that one level of detail is superior to an-
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other, but do not indicate the magnitude of the
superiority. This is unavoidable because of the na-
ture of the study: there is no cardinal measure of
quality. However, it may be that by changing the
weightings for quality, different resuits may be ob-
tained. To test this hypothesis, both the QLOB
and QGEO scores are transformed thus:

NewQLOB = /(QLOB+1)
NewQGEO = /(QGEO +1)

These transformations alter the relative impor-
tance of good and bad segmental definitions. Re-
gression 2 is re-estimated with the transformed
QLOB and QGEO scores.

The results of these three tests, described in
Table 8, indicate that the results are quite robust
to a number of sensitivity tests. However, before
concluding, a number of possible limitations to
this study should be acknowledged.

e The forecasts used in this study are generated
by analysts employed by one brokerage house. It
could be that the forecasts are not representative
of analysts’ forecasts as a whole. It should be
noted, however, that the brokerage house from
which the forecasts originate is one of the largest
in the City of London, and has a well resourced
equities-research department.

e There is potential measurement error in the
metrics for segment quality. However, this is un-
avoidable; there is no precise measure of segment
quality. In addition, the results of this study ap-
pear robust to the non-linear transformation of
these quality metrics.

o There may be additional explanatory variables
omitted from this study. For example, there is no
control over analyst-specific factors which may in-
fluence forecast accuracy. Technical skill (e.g. use
of forecasting tools) and educational background
(e.g. knowledge of accounting, statistics, econom-
ics) may differ greatly across analysts. However,
these data are not readily available to researchers
and so cannot be controlled for.

o It is possible that predictive gains resulting
from a particular level of segment fineness may
differ across firms, because of differences in organ-
isational structure. It may be that an increase in
the quality of business segments from, say, QLOB
= 3 to QLOB = 6 may have a smaller effect
where a company is engaged in a number of dis-
tinct but similar activities that respond similarly to
economic changes, than where a firm is engaged in
a number of very different activities with differing
responses to economic changes.

6. Conclusion

This study examines UK analysts’ forecasts of an-
nual earnings, generated at a 22-month horizon
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prior to the earnings announcement. The results
indicate that a firm size effect occurs in analysts’
forecasts, similar to that observed in stock prices.
Forecasts for large firms better reflect forthcoming
earnings information than forecasts for smaller
firms. It is also found that forecast errors are posi-
tively associated with the magnitude of the change
in earnings that analysts must predict. This
association is particularly strong where earnings
changes are negative. However, where firms pro-
vide good quality segmental disclosure for lines-
of-business and geographic regions, the forecast
error is reduced. These results provide further ev-
idence of the superior insight that analysts obtain
from segmental disclosure.

A possible implication from these findings is
that, if the aim of segmental reporting is to provide
investors with improved insight into corporate
prospects, then accounting standards should con-
cern themselves more with improving the defini-
tions of reported segments, and concern them-
selves less with attempts to extend existing
segmental reporting requirements to a wider range
of (possibly) less useful accounting items.

References

Accounting Standards Committee (1990). Statement of Stan-
dard Accounting Practice 25, Segmental Reporting. London:
ASC, ICAEW, June.

Ali, A., Klein, A. and Rosenfeld, J. (1992). ‘Analysts’ use of
information about premenant and transitory earnings com-
ponents in forecasted EPS’. Accounting Review. 67: 183-98.

Arnold, J. and Moizer, P. (1984). ‘A survey of the methods
used by UK investment analysts to appraise investments in
ordinary shares’. Accounting and Business Research, Summer:
195-207.

Atiase, R. K. (1985). ‘Predisclosure information, firm capital-
isation and security price behaviour around earnings an-
nouncements’. Journal of Accounting Research. Spring: 21-36.

Backer, M. and McFarland, W. (1968). External Reporting for
Segments of a Business. New York: National Association of
Accountants.

Balakrishnan, R., Harris, T. S. and Sen, P. K. (1990). ‘The
predictive ability of geographic segment disclosures’. Journal
of Accounting Research, 28(2): 305-25.

Baldwin, B. A. (1984). ‘Segment earnings disclosure and the
ability of security analysts to forecast earnings per share’. Ac-
counting Review, L1X(3): 376-88.

Bamber, L. S. (1986). ‘The information content of annual earn-
ings releases: a trading volume approach’. Journal of Account-
ing Research. Spring: 40-56.

Barefield, R. M. and Comiskey, E. E. (1975a). ‘Segmental fi-
nancial disclosure by diversified firms and security prices: a
comment’. Accounting Review, 50 (October): 818-21.

Barefield, R. M. and Comiskey, E. E. (1975b). ‘The association
of forecast error with other risk measures’. Journal of Business
Finance and Accounting, 2(3): 315-25.

Basi, B. A., Carey, K. J. and Twark, R. D. (1976). ‘A com-
parison of the accuracy of corporate and security analyst fore-
casts of earnings'. Accounting Review, April: 244-54.

Bhaskar, K. N. and Morris, R. C. (1984). ‘The accuracy of
brokers’ profit forecasts in the UK'. Accounting and Business
Research, Spring: 113-24,

Bhushan, R. (1989a). ‘Collection of information about publicly
traded firms’. Journal of Accounting and Economics, 11:
183-206.

Reproduced with permission of the copyright:owner. Further reproduction prohibited without permissionyyawnw.ma



156

Bhushan, R. (1989b). ‘Firm characteristics and analyst follow-
ing’. Journal of Accounting and Economics, 11: 255-74.

Breusch, T. S. and Pagan, A. R. (1979). ‘A simple test for het-
erosczdasticity and random coefficient variation’. Econome-
trica, 47: 1,287-94.

Brown, L. D., Griffin, P., Hagerman, R. and Zmijewski. M.
(1987). “‘An evaluation of the alternative proxies for the mar-
ket's assessment of unexpected earnings’. Journal of Account-
ing and Economics, 9 (July): 159-93.

Brown, L. D., Richardson, G. D. and Schwager, S. J. (1987).
‘An information interpretation of financial analyst superiority
in forecasting earnings’. Journal of Accounting Research.
Spring: 49-67.

Brown, L. D. and Rozeff, M. S. (1978). *The superiority of
analyst forecasts as measures of expectations of evidence from
earnings’. Journal of Finance, March: 1-16.

Central Statistical Office (1981). Standard Industrial Classifi-
cation: Revised 1980. London: HMSO.

Collins, D. W. (1976). ‘Predicting earnings with sub-entity data:
some further research’. Journal of Accounting Research.
Spring: 163-77.

Collins, D. W., Kothari, S. P. and Rayburn, J. D. (1987). ‘Firm
size and the information content of prices with respect to earn-
ings’. Journal of Accounting and Economics, 9 (July): 111-38.

Collins, W. A. and Hopwood, W. S. (1980). A multivariate
analysis of annual earnings forecasts generated from quarterly
forecasts of financial analysts and univariate time-series mod-
els". Journal of Accounting Research, Autumn: 340-406.

Cooper, T. (1984). ‘Stockbrokers’ earnings forecasts: a resume’.
Investment Analyst. July: 1-26.

Cooper, T. and Taylor, B. (1983). ‘How good are stockbrokers’
earnings forecasts?’. Investment Analyst, January: 14-23.

Day, J. F. S. (1986). ‘The use of annual reports by UK invest-
ment analysts’. Accounting and Business Research, Autumn:
295-307.

Edwards, P. (1995). "Segmental reporting: a preparers’ perspec-
tive'. Accounting and Business Research, Summer: 151-161.
Emmanuel, C. R. and Garrod, N. W. (1987). ‘On the segment
identification issue’. Accounting and Business Research, 17(67):

235-40.

Emmanuel, C. R., Garrod, N. W. and Frost, C. (1989). ‘An
experimental test of analysts’ forecasting behaviour’. British
Accounting Review, 21: 119-26.

Emmanuel, C. R. and Gray. S. J. (1977). ‘Segmental disclosures
and the segment identification problem’. Accounting and Busi-
ness Research, Winter: 37-50.

Emmanuel, C. R. and Gray, S. J. (1978). ‘Segmental disclosures
by multibusiness multinational companies: a proposal’. Ac-
counting and Business Research, Summer: 169-77.

Emmanuel, C. R. and Pick, R. H. (1980). ‘The predictive ability
of UK segment reports’. Journal of Business Finance and Ac-
counring, 7(2): 201-18.

ACCOUNTING AND BUSINESS RESEARCH

Financial Accounting Standards Board (1976). Statement of

Financial Accounting Standard No. 14, Financial Reporting
Sfor Segments of a Business Enterprise. Connecticut: FASB.

Freeman, R. N. (1987). ‘The association between accounting
earnings and security returns for large and small firms’. Jour-
nal of Accounting and Economics, 9 (July): 195-228.

Fried, D. and Givoly, D. (1982). ‘Financial analysts’ forecasts
of earnings: a better surrogate for earnings expectations’.
Journal of Accounting and Economics, October: 85-107.

Hussain, S. (1996) ‘Segmental definitions’ in Skerratt, L. C. L.
and Tonkin, D. J. (eds.). Financial Reporting 1995-96.
ICAEW. pp.23-44.

Hussain, S. and Skerratt, L. C. L. (1992). ‘Gains from disag-
gregation and the definition of a segment: a note on SSAP
25°. Accounting and Business Research, Autumn: 370-76.

Key British Enterprises. London: Dun & Bradstreet
International.

Kinney, W. R. Jr (1971). 'Predicting earnings: entity versus sub-
entity data’. Journal of Accounting Research, Spring: 127-36.

Kochanek, R. F. (1974). ‘Segmental financial disclosure by di-
versified firms and security prices’. Accounting Review, April:
245-58.

Lorek, K. S. (1979). ‘Predicting annual net earnings with quar-
terly time-series models’. Journal of Accounting Research,
Spring: 190-204.

Mautz, R. K. (1968). Financial Reporting by Diversified Com-
panies.  New  York: Financial Executives Research
Foundation.

O’Brien. P. C. (1988). “Analysts’ forecasts as earnings expec-
tations’. Journal of Accounting and Economics, 10: 53-88.

O’Hanlon, J. and Whiddett, R. (1991). ‘Do UK security ana-
lysts overreact? Accounting and Business Research, Autumn:
63-74.

Patz, D. H. (1989). 'UK analysts’ earnings forecasts’. Account-
ing and Business Research, Summer: 267-75.

Pindyck, R. S. and Rubinfeld, D. L. (1991). Econometrica Mod-
els and Economic Forecasts (3rd ed.). McGraw-Hill, Inc.

Rennie. E. D. and Emmanuel, C. R. (1992). ‘Segmental disclo-
sure practice: thirteen years on’. Accounting and Business Re-
search, Spring: 151-59.

Roberts, C. (1989). ‘Forecasting earnings using geographic seg-
ment data: some UK evidence’. Journal of International Fi-
nancial Management and Accounting, Summer: 130-51.

Securities and Exchange Commission (1970). Securities Act of
1934 Release No. 9000. Chicago: Commerce Clearing House.

Solomons, D. (1968). ‘Accounting problems and some pro-
posed solutions’, in Rappaport, A., Firmin, P. A. and Zeff, S.
A. (eds.), Public Reporting by Conglomerates. Prentice-Hall.

Swaminathan, S. (1991). ‘The impact of SEC mandated seg-
ment data on price variability and divergence of beliefs’. Ac-
counting Review, 66(1): 23-41.

White, H. (1980}. ‘A heteroscedastic-consistent covariance ma-
trix estimator and a direct test for heteroscedasticity’. Econ-
ometrica, May: 817-828.

Reproduced with permission of the copyright:owner. Further reproduction prohibited without permissionyyawnw.ma



